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A B S T R A C T

Point cloud semantic segmentation is an ingredient in understanding real-world scenes. Most existing ap-
proaches perform poorly on scene boundaries and struggle with recognizing objects of different scales. In
this paper, we propose a novel framework that incorporates Transformer into the U-Net architecture for
inferring pointwise semantics. Specifically, the Transformer-based cross-feature fusion module is designed first
to employ geometric and semantic information to learn feature offsets to overcome the border ambiguity of
segmentation results, and then it utilizes the Transformer to learn cross-feature enhanced and fused encoder
features. Additionally, to facilitate the overall network’s structure-to-detail perception capabilities, the adaptive
perception module is designed, which employs cross-attention to adaptively allocate weights to encoder
features at varying resolutions, establishing long-range contextual dependencies. Ablation studies validate the
individual contributions of our module design choices. Compared with the existing competitive methods, our
approach achieves state-of-the-art performance and exhibits superior results on benchmarks. Code is available
at https://github.com/xiluo-cug/TCFAP-Net.
1. Introduction

Point clouds are a common data format used to depict real-world
scenarios. Compared to 2D images, 3D point clouds have more signifi-
cant geometric properties such as normal and curvature, allowing them
to depict scene shapes and structures more accurately. Nowadays, point
clouds can be easily acquired using depth sensors, LiDAR, and multi-
view pictures, which are extensively utilized in a diverse spectrum
of applications spanning from virtual reality, and environmental per-
ception, to urban modeling, and robot simulation, owing to the rapid
advancement of scanning techniques [1,2].

Semantic segmentation of large-scale point clouds is crucial for
understanding real-world scenarios comprehensively. Aside from be-
ing utilized directly for scene understanding, point cloud semantics
can effectively serve subsequent geometry processing tasks such as
point cloud instance segmentation [3,4], point cloud registration [5,6],
and surface reconstruction [7,8]. Compared with object-level and syn-
thetic data, scene point clouds are often characterized by noise, large
quantity, and irregular sampling. For the scene semantic labeling prob-
lem, deep learning-based approaches frequently outperform traditional
methods in terms of robustness, accuracy, and generalization [9–11].
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Effectiveness and efficiency are both critical for handling large-
scale point cloud scenarios. PointNet [12], a pioneering work that
directly applies neural networks on unstructured point clouds without
auxiliary techniques. However, PointNet excels only in object-level
point cloud labeling. In addition, the per-point operation or farthest-
point sampling (FPS) strategy of the PointNet-based approaches also
limits their computational efficiency. To trade off between effectiveness
and efficiency on large-scale point clouds, RandLA-Net [9] employs
random sampling (RS) as its sampling strategy, and proposes a feature
aggregation module to preserve geometry structural information. Fur-
thermore, RandLA-Net leverages the U-Net [13] structure to improve
the network’s ability to extract multiscale characteristics. Based on the
encoder–decoder architecture, numerous efforts such as SCF-Net [14],
BAAF-Net [15], and EyeNet [11] are proposed to improve and enhance
the functionality of RandLA-Net. However, limitations and challenges
still need to be addressed.

RandLA-Net and its variants [9,11,14,15] cannot accurately per-
ceive contextual information at geometric boundaries, resulting in ar-
tifact misidentification. Furthermore, the traditional U-Net structure
exhibits weak multiscale feature perception capability. For scene-level
vailable online 25 May 2024
031-3203/© 2024 Elsevier Ltd. All rights are reserved, including those for text and

https://doi.org/10.1016/j.patcog.2024.110630
Received 10 December 2023; Received in revised form 24 March 2024; Accepted 2
data mining, AI training, and similar technologies.

3 May 2024

https://www.elsevier.com/locate/pr
https://www.elsevier.com/locate/pr
https://github.com/xiluo-cug/TCFAP-Net
mailto:jianjunzhang@cug.edu.cn
mailto:jiangzhipeng@cug.edu.cn
mailto:qiuqinjun@cug.edu.cn
mailto:liuzheng@cug.edu.cn
https://doi.org/10.1016/j.patcog.2024.110630
https://doi.org/10.1016/j.patcog.2024.110630
http://crossmark.crossref.org/dialog/?doi=10.1016/j.patcog.2024.110630&domain=pdf


Pattern Recognition 154 (2024) 110630J. Zhang et al.
Fig. 1. The workflow of our proposed network TCFAP-Net for labeling large-scale scenarios. The core modules of TCFAP-Net are Transformer-based Cross-feature Fusion (TCF)
and Adaptive Perception (AP).
point clouds, the structure-to-detail perception ability of multiscale fea-
tures is crucial for producing high-quality segmentation results. Last but
not least, the above approaches are primarily concerned with extracting
and aggregating local features while ignoring long-range dependencies,
making it difficult to capture long-range contextual information.

To overcome the deficiencies in the aforementioned methods, we
propose a novel network framework dubbed TCFAP-Net. TCFAP-Net
incorporates U-Net and Transformer into a unified framework and
benefits from both. Our network’s key modules are Transformer-based
Cross-feature Fusion and Adaptive Perception, abbreviated TCF and
AP. TCF consists of the Bilateral Feature Offset (BFO) unit and the
Transformer Feature Fusion (TFF) unit, and AP comprises several cas-
caded Context Feature Coordination (CFC) units. On the one side, BFO
learns the feature offset to clarify feature boundaries. Subsequently,
TFF enhances and fuses geometric and semantic features to increase
the saliency and consistency of the query points. On the other side,
AP utilizes multi-head cross-attention to update encoder features at
varying feature scales for establishing long-range dependencies, which
can significantly improve our network’s structure-to-detail perception
capability. Our major contributions are summarized below:

• We propose a novel framework, coined as TCFAP-Net, that in-
corporates Transformer-based feature fusion and adaptive per-
ception into the U-Net architecture for point cloud semantic
segmentation.

• We present a TCF module to facilitate the fusion of geometric and
semantic features, as well as local and global information, thereby
distinguishing feature boundaries and improving the saliency and
consistency of points.

• We provide an AP module comprised of cascaded Transform-
based blocks for adaptively perceiving multiscale features and
effectively capturing long-range contextual information.

• Our approach achieves state-of-the-art performance and demon-
strates highly competing results on several benchmarks.
2

2. Related work

2.1. Point cloud semantic segmentation

The success of deep learning in image processing [16–20] has led
to the adoption of data-driven approaches for diverse point cloud
processing tasks, including semantic segmentation. Based on different
feature representations of point clouds, the deep learning methods
of semantic segmentation can be categorized into two categories: di-
rect and indirect ones. Specifically, the indirect methods typically
rely on intermediate representations (such as voxel-based [21,22] and
projection-based [23,24] representations) to bridge the gap between
raw data and the desired deep-learning task. Compared to that, direct
approaches do not incur information loss due to data transformation
processes. PointNet [12] is a pioneering work that directly applies deep
neural networks to point cloud classification and segmentation. Point-
Net++ [25], built upon PointNet, introduces a hierarchical processing
structure via sampling and grouping operations to capture multi-scale
information. Later on, PointCNN [26] introduces the X-Conv operator
to aggregate the local information of point clouds, hence enabling
appropriate characterization of spatial local correlations. Additionally,
KPConv [27] conducts deformable convolution operations based on
convolution kernels, which adapt to point clouds of varying sizes and
densities.

To make a trade-off between performance and efficiency, Jing
et al. [28,29] have made numerous outstanding contributions to 3D
point cloud processing. For point cloud semantic segmentation, Hu
et al. [9] proposed an encoder–decoder architecture, which incorpo-
rates random sampling and local feature aggregation to mitigate the
loss of information during the down-sampling process. BAF-LAC [30]
replaces the skip-connection in U-Net with a backward attentive fusion
module, addressing the feature inconsistency between different coding
layers. Qiu et al. [15] designed an adaptive multi-resolution feature
fusion structure that effectively learns comprehensive knowledge of
point clouds. SCF-Net [14] learns local context features of point clouds
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by mapping them to the polar coordinate system. EyeNet [11] simulates
the dual receptive fields of human vision by setting two different sizes
of K-neighbors and processing the information from both receptive
fields in parallel. Inspired by the above work, we also adopt the
encoder–decoder structure and the random sampling strategy. How-
ever, we first incorporate the Transformer technique in the feature
encoding and fusion phases.

2.2. Transformer and its variants

With the success of Transformer [31] in the field of natural language
processing, Transformer and its variants have also demonstrated a
certain dominance in the computer vision community. ViT [32] divides
an image into multiple patches and inputs them as tokens into several
transformer encoder blocks to extract features for image classification.
Swin-Transformer [33] significantly reduces the computational cost
and memory consumption by adopting a hierarchical design and patch
merging operation for image processing tasks. Methods of [34–37]
introduce different design approaches to capture long-range contextual
information in 2D images. In recent years, Transformer has also shown
considerable potential in 3D point cloud understanding. PCT [38]
makes use of Transformer’s positional insensitivity to cope with point
clouds and use attention techniques to extract features from point
clouds. Point Transformer [39], Point Transformer V2 [40] and Strati-
fied Transformer [41] demonstrate that self-attention is well-suited for
processing point cloud data since it is a basic point-set operation, which
is order-invariant and quantity-invariant to the input. Inspired by the
preceding work, we employ Transformer in local feature aggregation
for extracting feature representations. Meanwhile, we replace skip con-
nections in U-Net with Transformer blocks to establish long-range and
global dependencies of point clouds.

3. Methodology

3.1. Workflow of TCFAP-Net

An overview of our network TCFAP-Net is illustrated in Fig. 1. Given
a point cloud P = {𝑝𝑖}𝑁𝑖=1 ∈ R𝑁×6 with coordinate and color information
s input, TCFAP-Net infers semantic labels C ∈ R𝑁×𝑁𝐶 of the point

cloud as output, where 𝑁𝐶 is the number of semantic classes.
The workflow of TCFAP-Net includes encoding, contextual percep-

tion, and decoding stages. In the encoding stage, we first use a fully
connected (FC) layer to convert the input P into a high-dimensional
latent feature F, and feed F into the encoder to produce the initial
encoder feature 𝐸1. Then, the encoder feature 𝐸𝑙 of the current layer
and P are fed into the TCF module, followed by random sampling,
to produce the encoder feature 𝐸𝑙+1 of the next layer. After cascaded
ncoding processes, five encoder features are obtained, denoted as
𝐸𝑙}5𝑙=1. In the contextual perception stage, we use the linear layers
o transform the encoder features into query features {𝑄𝑙}5𝑙=1, and then

feed these features into the AP module composed of several CFC blocks
for obtaining the corresponding connection features {𝑂𝑙}5𝑙=1. In the
decoding stage, we feed the current layer’s decoder feature 𝐷𝑙 and the
corresponding connection feature 𝑂𝑙−1 into an upsampling operation
and an MLP layer to produce the decoder feature of the next layer 𝐷𝑙−1.
Finally, we progressively leverage three FC layers and a dropout (DP)
to infer semantic labels C from the final decoder feature 𝐷1. For clarity,
we sketch the workflow of TCFAP-Net in Algorithm 1.

3.2. Transformer-based cross-feature fusion

The TCF module, composed of BFO and TFF units (shown in Fig. 2),
enables the fusion of geometric and semantic features and local and
3

global information.
Algorithm 1: TCFAP-Net Workflow
Input: point cloud P ∈ R𝑁×6

Output: predicted semantic labels C ∈ R𝑁×𝑁𝐶

initialization: 𝑙 = 1
(1) Encoding stage
F ← FC(P);
𝐸1 ← FC(F);
while 𝑙 ≤ 4 do

F ← 𝐸𝑙;
𝐸𝑙+1 ← RS(𝐓𝐂𝐅(P,F));

end
(2) Contextual perception stage
for each 𝐸𝑙 do

𝑄𝑙 ← 𝜑(𝐸𝑙);
end
obtain:

{

𝑂1, 𝑂2, 𝑂3, 𝑂4, 𝑂5
}

← 𝐀𝐏
(

𝑄1, 𝑄2, 𝑄3, 𝑄4, 𝑄5
)

;
(3) Decoding stage
𝐷5 ← TransConv(MLP(𝐸5)⊕𝑂5), 𝑙 = 5;
while 𝑙 > 1 do

𝐷𝑙−1 ← TransConv(US(𝐷𝑙)⊕𝑂𝑙−1);
end
(4) Prediction
C ← FC(DP(FC(FC(𝐷1))));
return C.

3.2.1. Bilateral feature offset
Given the point cloud P and the learned semantic feature F, the

BFO unit first employs KNN searching to establish the neighborhood
information graph and obtain the neighborhood information 𝑃𝐾𝑖 =
{

𝑝1𝑖 , 𝑝
2
𝑖 ,… , 𝑝𝐾𝑖

}

of each point 𝑝𝑖 and the corresponding semantic feature
𝐹𝐾𝑖 =

{

𝑓 1
𝑖 , 𝑓

2
𝑖 ,… , 𝑓𝐾𝑖

}

. For each point 𝑝𝑖, we perform relative position
encoding (RPE) and relative semantic encoding (RSE) to learn local
geometric and semantic features 𝐺𝑝𝑖 and 𝑆𝑓𝑖 , respectively

𝐺𝑝𝑖 = MLP
(

𝑃𝑖 ⊕
(

𝑃𝑖 − 𝑃𝐾𝑖
))

, (1)

𝑆𝑓𝑖 = MLP
(

𝐹𝑖 ⊕
(

𝐹𝑖 − 𝐹𝐾𝑖
))

, (2)

here ⊕ is the concatenation operation, 𝑃𝑖 is the broadcast of 𝑝𝑖
(i.e., copy itself to align the number dimension to 𝐾), and 𝐹𝑖 is the
broadcast of 𝑓𝑖.

The direct concatenation often leads to feature ambiguity, especially
when diverse semantic items are present in a local perception space; see
the boundary regions in Fig. 3 for example. To overcome this ambigu-
ity, the BFO unit is presented, which interactively shifts geometric and
semantic features according to the feature offsets acquired from each
other. For the geometric feature 𝐺𝑝𝑖 of 𝑝𝑖, BFO can learn pull-in offset
from the semantic feature 𝑆𝑓𝑖 to bring features of the same semantic
class of 𝑝𝑖 closer together, as well as pull-out offset to push features
of different semantic classes farther apart. For the semantic feature
𝑆𝑓𝑖 , BFO can learn offset from the geometric feature 𝐺𝑝𝑖 similarly.
Specifically, bilateral offset features �̃�𝑝𝑖 and �̃�𝑓𝑖 can be obtained by
learning shifting offsets as follows:

�̃�𝑝𝑖 = 𝐺𝑝𝑖 ⊕
(

MLP
(

𝑆𝑓𝑖
)

+ 𝐺𝑝𝑖
)

, (3)

�̃�𝑓𝑖 = 𝑆𝑓𝑖 ⊕
(

MLP
(

𝐺𝑝𝑖
)

+ 𝑆𝑓𝑖
)

. (4)

Fig. 3 exhibits the above-mentioned bilateral offset learning process.

3.2.2. Transformer-based feature fusion
Bilateral (geometric and semantic) offset features �̃�𝑝𝑖 and �̃�𝑓𝑖 are

obtained through the proposed BFO unit. To further enrich the feature
representations, we propose the TFF unit which utilizes self- and cross-
attention mechanisms to emphasize and fuse bilateral features, as

illustrated in Fig. 2.
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Fig. 2. Illustration of our proposed Transformer-based Cross-feature Fusion (TCF) module incorporating Bilateral Feature Offset (BFO) and Transformer-based Feature Fusion (TFF)
units. The top panel is the encoding workflow for producing the encoder feature. The bottom panel illustrates the design details of BFO and TFF units.
Fig. 3. Illustration of the learning process for bilateral offset features �̃�𝑝𝑖 and �̃�𝑓𝑖 , which pull-in similar neighborhood features together and pull-out dissimilar features farther
away.
Function Definitions in Transformer. The primary mechanism of
the Transformer is attention. Given the feature token 𝐹𝑖𝑛 as input, three
weight matrices 𝑊𝑄, 𝑊𝐾 , and 𝑊𝑉 can be learned by linear projections,
which map the input to three separate feature spaces to obtain the
query 𝑄, key 𝐾, and value 𝑉 as {𝑄,𝐾, 𝑉 } =

{

𝐹𝑖𝑛𝑊𝑄, 𝐹𝑖𝑛𝑊𝐾 , 𝐹𝑖𝑛𝑊𝑉
}

.
Then, the attention function is formulated as follows:

Attention(𝑄,𝐾, 𝑉 ) = Sof tmax(𝑄𝐾
𝑇

√

𝑑𝑘
)𝑉 , (5)

where 𝑑𝑘 is the dimension of 𝐾. The function (5) first computes the
weight matrix by using the pair of query 𝑄 and key 𝐾, and then utilizes
the weight matrix to update the value 𝑉 .
4

However, the aforementioned single attention (5) struggles to cap-
ture information from varying feature spaces. Thus, multi-head at-
tention, abbreviated as MHA, is introduced.[31]. Specifically, MHA
performs attention function (5) ℎ times to produce multiple atten-
tion heads within different feature spaces, which are subsequently
concatenated as follows:
MHA(𝑄,𝐾, 𝑉 ) = HA1 ⊕ HA2 ⊕⋯⊕ HAℎ;

HAℎ = Attention(𝑄ℎ, 𝐾ℎ, 𝑉ℎ).
(6)

We next apply residual connections and normalization in MHA (6)
to improve the efficiency and stability of the overall network as

𝜓 𝑄,𝐾, 𝑉 = BN MHA 𝑄,𝐾, 𝑉 +𝑄, (7)
( ) ( ( ))
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where BN is batch normalization. In order to further capture complex
nonlinear information of point clouds, a feed-forward network, abbrevi-
ated as FFN, is employed to refine the result produced by (7). Therefore,
the final attention function  (⋅) in TFF can be defined as

 (𝑄,𝐾, 𝑉 ) = BN (FFN (𝜓 (𝑄,𝐾, 𝑉 ))) + 𝜓 (𝑄,𝐾, 𝑉 ) . (8)

Bilateral self-attention. To capture the correlations between neigh-
borhoods and obtain a more comprehensive context, we use the self-
attention mechanism to dynamically adjust the feature weights of each
neighboring point, aiming to achieve better local feature representa-
tion.

In particular, we apply linear projections on the features �̃�𝑝𝑖 and
̃𝑓𝑖 , respectively, the linear projection operation is defined as 𝜑(⋅), to
roduce two sets of query, key, and value as follows:

𝑄𝑝𝑖 , 𝐾𝑝𝑖 , 𝑉𝑝𝑖} = {𝜑(�̃�𝑝𝑖 ), 𝜑(�̃�𝑝𝑖 ), 𝜑(�̃�𝑝𝑖 )}, (9)

𝑄𝑓𝑖 , 𝐾𝑓𝑖 , 𝑉𝑓𝑖} = {𝜑(�̃�𝑓𝑖 ), 𝜑(�̃�𝑓𝑖 ), 𝜑(�̃�𝑓𝑖 )}. (10)

Then the  (⋅) (8) is employed to produce the below self-attention
nhanced features:
𝑆𝐴
𝑝𝑖

= 
(

𝑄𝑝𝑖 , 𝐾𝑝𝑖 , 𝑉𝑝𝑖
)

, (11)

𝑆𝐴
𝑓𝑖

= 
(

𝑄𝑓𝑖 , 𝐾𝑓𝑖 , 𝑉𝑓𝑖
)

. (12)

As illustrated in Fig. 2, we finally acquire enhanced features 𝐺𝑆𝐴𝑝𝑖
nd 𝑆𝑆𝐴𝑓𝑖 from the bilateral offset features �̃�𝑝𝑖 and �̃�𝑓𝑖 , respectively.
Bilateral cross-attention. To facilitate mutual guidance between

eometric and semantic features, we design a bilateral cross-attention
nit to establish connections between self-attention enhanced features
𝑆𝐴
𝑝𝑖

and 𝑆𝑆𝐴𝑓𝑖 and ensure their inherent fusion.
Specifically, we first perform linear projections on the geometric

nd semantic features to obtain two sets of query, key, value features,
hich are as follows:

�̂�𝑝𝑖 , �̂�𝑓𝑖 , 𝑉𝑓𝑖} = {𝜑(𝐺𝑆𝐴𝑝𝑖 ), 𝜑(𝑆𝑆𝐴𝑓𝑖 ), 𝜑(𝑆𝑆𝐴𝑓𝑖 )}, (13)

�̂�𝑓𝑖 , �̂�𝑝𝑖 , 𝑉𝑝𝑖} = {𝜑(𝑆𝑆𝐴𝑓𝑖 ), 𝜑(𝐺𝑆𝐴𝑝𝑖 ), 𝜑(𝐺𝑆𝐴𝑝𝑖 )}. (14)

Then, we feed the two sets of query, key, and value features (13)
nd (14) into  (⋅) (8), respectively, to obtain the cross-attention fused
eatures as follows:
𝐶𝐴
𝑝𝑖

= 
(

�̂�𝑝𝑖 , �̂�𝑓𝑖 , 𝑉𝑓𝑖
)

, (15)

𝐶𝐴
𝑓𝑖

= 
(

�̂�𝑓𝑖 , �̂�𝑝𝑖 , 𝑉𝑝𝑖
)

. (16)

As shown in Fig. 2, our method achieves the fusion of geometric and
emantic features, with the former providing local position embedding
nd the latter supplying comprehensive contextual information.
Cross-feature information fusion. Inspired by the work [14], we

ncorporate the volume ratio feature 𝑓𝑔 into the encoding procedure for
ffectively preserving global structural properties In addition, 𝑓𝑖 serves
s a residual and is added to the fused features to prevent the loss of
etail. The above process is formulated as

�̃� =
(

SumPooling
(

𝐺𝐶𝐴𝑝𝑖 ⊕𝑆𝐶𝐴𝑓𝑖

)

+MLP
(

𝑓𝑖
)

)

⊕ 𝑓𝑔 . (17)

Thus, we can learn the pointwise semantic feature 𝑓𝑖 and finally
derive encoder feature as 𝐸𝑙 = {𝑓𝑖|∀𝑝𝑖 ∈ P}.!

In summary, the learned encoder feature 𝐸𝑙 has a comprehensive
representation in both geometric and semantic feature space, including
refined local information and the global property, thereby improving
the accuracy and robustness of semantic segmentation.

3.3. Adaptive perception

The well-known U-Net architecture [13] leverages skip connections
to concatenate encoder and decoder features from the same layer to
5

compensate for information loss during the decoding phase. However,
ithout mutual support and compensation between features at different
cales, U-Net falls short in its multiscale feature perception capabilities,
ffecting its ability to gather contextual information from the entire
oint cloud. To tackle the problem, we develop the Adaptive Perception
AP) module, which employs multi-head cross-attention [31], allowing
he encoder feature of each layer to adaptively perceive multiscale
emantics and capture long-range contextual information within the
ntire point cloud.

In particular, AP consists of 𝐿 stacked Context Feature Coordination
CFC) units. We first obtain query features {𝑄𝑙}5𝑙=1 from all encoder
eatures {𝐸𝑙}5𝑙=1 using a linear layer as

𝑙 = 𝜑(𝐸𝑙), 𝑙 = 1, 2, 3, 4, 5. (18)

Then, the query features {𝑄𝑙}5𝑙=1 are fed into CFC units to pro-
uce connection features {𝑂𝑙}5𝑙=1. We sample the query features to the
esolution of the 𝑙th encoder using the alignment function! 𝛶 (⋅),

(𝑄𝑗 ) =

⎧

⎪

⎨

⎪

⎩

RS𝑗→𝑙(𝑄𝑗 ), if 𝑗 < 𝑙,
𝑄𝑗 , if 𝑗 = 𝑙,
US𝑗→𝑙(𝑄𝑗 ), if 𝑗 > 𝑙;

(19)

then concatenate the aligned query features to produce 𝑄𝛴𝑙 , followed
by creating key 𝐾𝑙 and value 𝑉𝑙 using the linear layer,

𝑄𝛴𝑙 = 𝛶 (𝑄1)⊕ 𝛶 (𝑄2)⊕⋯⊕ 𝛶 (𝑄5), (20)
{

𝐾𝑙 , 𝑉𝑙
}

=
{

𝜑(𝑄𝛴𝑙 ), 𝜑(𝑄𝛴𝑙 )
}

. (21)

The key and value pair {𝐾𝑙 , 𝑉𝑙} can serve as contextual information
to update the query feature 𝑄𝑙 for each layer, as shown in Fig. 4. Multi-
head cross-attention enables each layer’s query feature to capture the
long-term dependency of contextual information, strengthening highly
relevant characteristics of query features while suppressing irrelevant
information. Thus, we utilize 𝜓 (⋅) (7) to learn the connection features
{𝑂𝑙}5𝑙=1 as

𝑂𝑙 = 𝜓
(

𝑄𝑙 , 𝐾𝑙 , 𝑉𝑙
)

, 𝑙 = 1, 2, 3, 4, 5. (22)

At last, decoder features {𝐷𝑙}5𝑙=1 are obtained as follows:

𝐷𝑙−1 =

{

TransConv(MLP(𝐸𝑙−1)⊕𝑂𝑙−1), 𝑙 = 6,
TransConv(US(𝐷𝑙)⊕𝑂𝑙−1), 𝑙 = 2, 3, 4, 5,

(23)

where TransConv is the transposed convolution.
As a result, the final decoding features are highly discriminative,

context-aware features that can effectively express geometric-semantic
information relevant to adaptive perception, assisting the classifier in
identifying the same semantic categories and discriminating among
different ones, thereby improving semantic segmentation performance.

4. Experiments and analysis

In this section, comprehensive experiments are designed to vali-
date the superiority of TCFAP-Net across diverse benchmark datasets.
First, the experimental setups are introduced in Section 4.1. Then, the
benchmark description is presented in Section 4.2, and the comparison
experiments are designed in Section 4.3. Finally, the ablation studies
are conducted in Section 4.4, and the discussions are introduced in
Section 4.5.

4.1. Experimental setups

To quantify the performance, overall accuracy (OA) and mean
intersection over union (mIoU) are employed as criteria to evaluate per-
formance. We adopt multiple cross-entropy loss as our energy function.
Referring to the parameter configuration of [9], we set the number of
neighbors for KNN searching to 16. The initial learning rate to 0.01,
and the decay rate to 95%. Also, we conduct training for 200 epochs

on indoor scenarios and 400 epochs on outdoor scenarios. The number
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Fig. 4. Illustration of the Context Feature Coordination (CFC) unit within the AP module, which employs multi-head attention to adaptively perceive long-range contextual
information.
Table 1
Numerical results of our approach and the compared methods on SensatUrban (%). The best and second-best results are highlighted in bold and underlined, respectively.

Method Year OA mIoU IoUs

Ground Veg. Build. Wall Bridge Park. Rail Traffic. Street. Car Foot. Bike Water

PointNet [12] 2017 80.8 23.7 67.9 89.5 80.1 0.0 0.0 3.9 0.0 31.6 0.0 35.1 0.0 0.0 0.0
PointNet++ [25] 2017 84.3 32.9 72.5 94.2 84.8 2.7 2.1 25.8 0.0 31.5 11.4 38.8 7.1 0.0 56.9
TagentConv [43] 2018 76.9 33.3 71.5 91.4 75.9 35.2 0.0 45.3 0.0 26.7 19.2 67.6 0.0 0.0 0.0
SPGraph [44] 2018 85.3 37.3 69.9 94.6 88.9 32.8 12.6 15.8 15.5 30.6 22.9 56.4 0.5 0.0 44.2
SparseConv [45] 2018 88.7 42.7 74.1 97.9 94.2 63.3 7.5 24.2 0.0 30.1 34.0 74.4 0.0 0.0 54.8
KPConv [27] 2019 93.2 57.6 87.1 98.9 95.3 74.4 28.7 41.4 0.0 55.9 54.4 85.7 40.4 0.0 86.3
RandLA-Net [9] 2020 89.8 52.7 80.0 98.1 91.6 48.9 40.6 51.6 0.0 56.7 33.2 80.0 32.6 0.0 71.3
BAF-LAC [30] 2021 91.5 54.1 84.4 98.4 94.1 57.2 27.6 42.5 15.0 51.6 39.5 78.1 40.1 0.0 75.2
BAAF-Net [15] 2021 91.8 56.1 83.3 98.2 94.0 54.2 51.0 57.0 0.0 60.4 14.0 81.3 41.6 0.0 58.0
NeiEA-Net [46] 2023 91.7 57.0 83.3 98.1 93.4 50.1 61.3 57.8 0.0 60.0 41.6 82.4 42.1 0.0 71.0
Eye-Net [11] 2023 93.7 62.3 86.6 98.6 96.2 65.8 59.2 64.7 17.9 64.8 49.8 83.1 46.2 11.1 65.4

TCFAP-Net 2023 92.6 64.1 85.7 98.6 95.2 60.2 68.1 63.1 16.4 56.1 48.3 83.4 42.6 28.7 78.9
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f points for outdoor scenarios is restricted to 65,536, while the number
or indoor scenarios is limited to 40,960. All experiments are conducted
n one NVIDIA A100 GPU (80G), and the software environment is
buntu 20.04 with the TensorFlow deep learning framework installed.

.2. Benchmark description

The benchmark datasets utilized in our experiments can be divided
nto three categories: urban, indoor, and street-view. For each bench-
ark dataset, we employ the position and color information of point

louds as inputs.
SensatUrban. SensatUrban [42] is an urban-scale point cloud

ataset generated by UAV-based photogrammetry. The dataset spans
ultiple cities in the United Kingdom, covering an area of about 7.6

quare kilometers and having roughly 3 billion points with rich se-
antic labels. The labeled semantics can be divided into 13 categories:

round, vegetation, building, car, railway, bicycle, etc. SensatUrban is
eparated into 34 tiles to generate training, validation, and test sets.
or fairness of comparisons, we follow the official partitioning strategy
or training and testing our approach and the competing methods.
S3DIS. S3DIS [47] dataset is a prominent indoor scene dataset

cquired by Matterport scanners. S3DIS supports both semantic seg-
entation annotation as well as instance segmentation validation. The
ataset is partitioned into six areas, with a total of 272 rooms covering
n area of about 6000 square meters. It includes 13 indoor semantic
bjects, such as ceiling, floor, wall, window, and others. In this work,
e select Area 5 for testing our approach and the compared ones while
tilizing Areas 1–4 and 6 for training.
Toronto3D. Toronto3D [48] is a classic street-view dataset col-

ected on a one-kilometer-long street in Toronto, Canada, using vehicle-
ounted LiDAR technology. The dataset contains 78.3 million points
6

t

ith semantic information classified into eight categories, such as
oad, building, automobile, etc, making it excellent for portraying city
cenarios. The dataset is partitioned into four blocks, with L002 serving
s the test set and the remaining as the train set. The ratio of points
n the test set to those in the training set is around 1:7. Similarly, we
dopt the above official strategy to train and test our approach and the
ompeting methods.

.3. Comparison experiments

In this subsection, we perform numerical and visual comparisons on
ensatUrban, S3DIS, and Toronto3D datasets to verify the superiority
f our proposed TCFAP-Net over the compared competing approaches.
Evaluation on SensatUrban. Table 1 presents a quantitative com-

arison between TCFAP-Net and other competing methods. TCFAP-Net,
n particular, exhibits a remarkable improvement of around 12% over
he baseline [9], as well a considerable 2% improvement over the latest
owerful approach EyeNet [11], showing that our method achieves
tate-of-the-art (SOTA) performance. Fig. 5 presents a visual compari-
on of TCFAP-Net and RandLA-Net. The above table and figure demon-
trate that TCFAP-Net is capable of effectively segmenting objects at
ifferent scales, thanks to its powerful multiscale perception capabil-
ties. Fig. 6 implies that TCFAP-Net can obtain more discriminative
eatures than BAAF-Net.
Evaluation on S3DIS. Table 2 shows the numerical results of our

pproach and other competitive methods on S3DIS (Area 5). Notably,
ur approach produces the highest OA and mIoU values compared to
he other methods. In addition, our approach has attained a leading po-
ition in the categories of chairs, boards, and clutters. Fig. 7 visualizes
he segmentation results of our method and the baseline method. We
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Fig. 5. Visual comparison of RandLA-Net (baseline) with our approach TCFAP-Net on SensatUrban.
Fig. 6. The correlation matrices of high-dimensional features for 11 categories in the Birmingham Block 1 of Sensaturban, produced by BAAF-Net [15] and TCFAP-Net. The average
correlation value of BAAF-Net is 0.071 and that of TCFAP-Net is 0.036, which shows that our approach can learn more discriminative features than BAAF-Net.
observe that our method produces superior segmentation results with
clearer boundaries in regions of high similarity (e.g., boards and walls)
and in category-dense regions (e.g., doors, floors, sofas, and walls).
In contrast, RandLA-Net yields visually blurring results on the regions
of boards, doors, floors, etc. To further evaluate the performance of
our method across the entire scene of S3DIS, we conduct experiments
using a sixfold cross-validation. First, we compare TCFAP-Net, RandLA-
Net, and KPConv [27] in Fig. 8. Obviously, our TCFAP-Net obtains
significantly higher segmentation accuracy in Area1, Area4, and Area5
compared to the other two approaches. Then, we present the numerical
results of our approach and the compared methods in Table 3. Our
7

approach obtains mIoU and OA of 72.5% and 89.3%, marking an im-
provement of 2.5% and 1.3%, respectively, over RandLA-Net (baseline).
Our approach outperforms Point Transformer [39] and Stratified Trans-
former [41] in terms of model complexity and efficiency, despite lower
segmentation accuracy on S3DIS, as detailed in the model complexity
and efficiency part of Section 4.5. Thus, our approach strikes a balance
between model effectiveness, complexity, and efficiency on S3DIS.

Evaluation on Toronto3D. Unlike urban environments, city street
scenes are characterized by more additional details and infrastruc-
ture elements. To verify the effectiveness of TCFAP-Net for street
scene data, the experiments are designed on the Toronto3D dataset.
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Fig. 7. Visual comparison of RandLA-Net (baseline) with our approach TCFAP-Net on S3DIS.
Table 2
Numerical results of our approach and the compared methods on S3DIS (Area5) (%). The best and second-best results are highlighted in bold and underlined,
respectively.
Method Year OA mIoU IoUs

Ceil. Floor Wall Beam Col. Wind. Door Table Chair Sofa Book. Board Clut.

PointNet [12] 2017 – 41.1 88.8 97.3 69.8 0.1 3.9 46.3 10.8 59.0 52.6 5.9 40.3 26.4 33.2
TangentConv [43] 2018 – 52.6 90.5 97.7 74.0 0.0 20.7 39.0 31.3 77.5 69.4 57.3 38.5 48.8 39.8
PointCNN [26] 2018 85.9 57.3 92.3 98.2 79.4 0.0 17.6 28.8 62.1 70.4 80.6 39.7 66.7 62.1 56.7
SPGraph [44] 2018 86.4 58.0 89.4 96.9 78.1 0.0 42.8 48.9 61.6 84.7 75.4 69.8 52.6 2.1 52.5
RandLA-Net [9] 2020 87.2 62.4 91.1 95.6 80.2 0.0 24.7 62.3 47.7 76.2 83.7 60.2 71.1 65.7 53.8
BAAF-Net [15] 2021 88.9 65.4 92.9 97.9 82.3 0.0 23.1 65.5 64.9 78.5 87.5 61.4 70.7 68.7 57.2
BAF-LAC [30] 2021 – 65.7 91.9 97.4 82.0 0.0 19.9 61.5 52.9 80.3 87.8 78.9 72.7 75.0 53.8
LGGCM [49] 2022 88.8 63.3 94.8 98.3 81.5 0.0 35.9 63.3 43.5 80.2 88.4 68.8 55.8 64.6 47.8
NeiEA-Net [46] 2023 88.5 66.1 92.9 97.4 83.3 0.0 34.9 61.8 53.3 78.8 86.7 77.1 69.5 67.9 54.2

TCFAP-Net 2023 88.9 66.1 93.4 97.8 83.1 0.0 31.2 64.7 45.4 79.9 89.2 74.1 72.5 76.8 57.6
Table 3
Numerical results of our approach and the compared methods on S3DIS (6-fold). The
best and second-best results are highlighted in bold and underlined, respectively.

Method Year mIoU (%) OA (%) mAcc (%)

PointNet [12] 2017 47.6 78.6 66.2
PointNet++ [25] 2017 64.5 81.0 67.1
KPConv [27] 2019 70.6 – 79.1
RandLA-Net [9] 2020 70.0 88.0 82.0
SCF-Net [14] 2021 71.6 88.4 82.7
BAAF-Net [15] 2021 72.2 88.9 83.1
BAF-LAC [30] 2021 71.7 88.2 81.3
Point Transformer [39] 2021 73.5 90.2 81.9
Stratified Transformer [41] 2022 73.7 90.8 81.7
TCFAP-Net 2023 72.5 89.3 81.0

As demonstrated in Table 4, our approach is comparable to most
methods on mIoU and outperforms them in OA, especially for nature
and building categories. Fig. 9 shows the visual comparison of semantic
predictions in block L002. Our method outperforms RandLA-Net in
terms of accuracy, as seen from the zoomed-in views in Fig. 9. This
visual experiment demonstrates the fine segmentation capability of our
method in large-scale street scenarios.
8

4.4. Ablation studies

In this section, for fair comparisons, all the tested models follow
the same official training and testing strategies aforementioned in
Section 4.2 on the S3DIS dataset.

4.4.1. Ablation study of the core modules
To assess the contribution of each core module in our TCFAP-Net,

we perform separate ablated experiments for the BFO unit, the TFF unit,
and the AP module. All the tested models are listed as follows:

Baseline. RandLA-Net [9] is chosen as the baseline because of its
effectiveness in semantic labeling on scene point clouds.

A1. We replace the Local Spatial Encoding (LocSE) module of
RandLA-Net with our BFO unit.

A2. We reconstruct the encoder in RandLA-Net with our BFO and
TFF units.

Full model. The full model consists of our proposed BFO, TFF, and
AP modules.

Observed from the ablation result, shown in Table 5, the full model
performs best overall, showing that each core module applied in our full
model improves its performance. The BFO unit achieved an improve-
ment of 1.0% in mIoU compared to the baseline, while the TFF module
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a

Fig. 8. Accuracy histograms of RandLA-Net, KPConv, and our TCFAP-Net on Area 1–6 of S3DIS. The 𝑥-axis represents subregions within each area, and the 𝑦-axis represents the
ccuracy (Acc) of those subregions. The symbol ‘‘

√

’’ denotes that our method outperforms RandLA-Net and KPConv in the corresponding subregion.
Table 4
Numerical results of our approach and the compared methods on Toronto3D (%). The best and second-best results are highlighted in bold and
underlined, respectively.
Method Year OA mIoU IoUs

Road Rmrk. Natural Build. Util. line Pole Car Fence

RandLA-Net [9] 2020 94.4 81.8 96.7 64.2 96.9 94.2 88.0 77.8 93.4 42.9
ResDLPS-Net [50] 2021 96.5 80.3 95.8 59.8 96.1 90.9 86.8 79.9 89.4 43.3
BAAF-Net [15] 2021 94.2 81.2 96.8 67.3 96.8 92.2 86.8 82.3 93.1 34.0
BAF-LAC [30] 2021 95.2 82.0 96.6 64.7 96.4 91.6 86.1 83.9 93.2 43.5
Point Transformer [39] 2021 96.6 80.5 95.9 58.9 97.2 94.1 87.4 82.9 92.4 35.2
RG-GCN [51] 2022 96.5 74.5 98.2 79.4 91.8 86.1 72.4 69.9 82.1 16.0
Stratified Transformer [41] 2022 96.7 81.2 95.9 57.9 97.3 93.7 87.6 84.0 93.9 39.3
NeiEA-Net [46] 2023 97.0 80.9 97.1 66.9 97.3 93.0 97.3 83.4 93.4 43.1
EyeNet [11] 2023 94.6 81.1 97.0 65.0 97.8 93.5 86.8 84.9 94.0 30.0

TCFAP-Net 2023 97.0 81.9 97.1 64.8 97.2 94.3 87.9 81.9 93.0 38.6
Table 5
Quantitative results of ablation studies on S3DIS using OA and mIoU metrics.

Variant BFO TFF AP S3DIS

OA mIoU

Baseline 87.2 62.4
A1 ✓ 87.3 63.4
A2 ✓ ✓ 88.1 64.2
Full Model ✓ ✓ ✓ 88.9 66.1

showed an increase of approximately 1.0% on the A1. In summary,
the entire encoder module exhibited a significant enhancement of
approximately 2.0% compared to the baseline. The improvement in the
AP module is also remarkable, with an increase of around 2.0%.

4.4.2. Ablation study of the attention mechanism
In this section, experiments are conducted on the sequences and

combinations of the attention mechanism. The numerical results com-
parison between B1 and B2 from Table 6 indicates that cross-attention
is superior to self-attention by approximately 3.0% when using a single
attention mechanism. Similarly, comparing B3 and B4 leads to the same
conclusion. This indicates that the mutual guidance of geometric and
semantic information is advantageous for segmentation. The lower per-
formance of B5 compared to the Full Model implies that self-attention
9

is effective in filtering out anomalous features. Therefore, applying
Table 6
Ablation study on the sequences and combinations of self-attention and
cross-attention in the TFF unit.
Variant Setting mIoU (%)

B1 self-attention 59.2
B2 cross-attention 62.8
B3 self-attention + self-attention 60.4
B4 cross-attention + cross-attention 61.6
B5 cross-attention + self-attention 63.6
Full Model self-attention + cross-attention 66.1

cross-attention after self-attention ensures correct guidance between
geometry and semantics.

4.4.3. Ablation study of cross-feature interactions
Bilateral features (semantic and geometric features) can be regarded

as two important properties for describing the raw point cloud, allow-
ing more effective semantic segmentation. In this paper, we leverage
the BFO unit and cross-attention to achieve the fusion of high-level
semantic features and low-level geometric features for cross-feature
interactions, improving segmentation accuracy. To verify the effective-
ness of cross-feature interactions, we perform the following ablation
experiments and record the results in Table 7. Comparing variants
C1, C2, and C3 with our Full Model, our cross-feature interactions

using the BFO unit and cross-attention can help our method yield
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Fig. 9. Visual comparison of RandLA-Net (baseline) with our approach TCFAP-Net on Toronto3D.
Table 7
Ablation study for cross-feature interactions.
Variant Setting mIoU (%)

C1 removing BFO unit 65.2
C2 removing cross-attention in TFF unit 59.2
C3 removing BFO unit and cross-attention 59.0
Full Model using BFO unit and cross-attention 66.1

the best segmentation results. The above ablation studies confirm the
effectiveness of our cross-feature interactions.

4.5. Discussions

Learning process charts. The learning curves of TCFAP-Net and
RandLA-Net are illustrated in Fig. 10; our TCFAP-Net converges more
quickly and exhibits more stability on both datasets compared to the
baseline RandLA-Net. For instance, our network reaches convergence
in the 75th epoch, but the baseline requires 150 epochs to converge, as
seen by the S3DIS training loss curves.

Effects of parameters 𝐾 and 𝐿. First, we conduct a thorough
analysis of the setting for the 𝐾 value in the KNN search. Through a
comprehensive analysis of Table 8 and Fig. 11, we observe a notable
upward trend in all three evaluation metrics as the 𝐾 value increases
from 8 to 16. Specifically, mIoU, OA, and mAcc show increases of
1.9%, 1.9%, and 2.2%, respectively. This is mainly due to the expansion
of the receptive field of the central point as the 𝐾 value increases,
allowing for the acquisition of richer geometric and semantic features
from neighboring points. However, once the 𝐾 value exceeds a certain
threshold, all three evaluation metrics exhibit a noticeable downward
trend. This is because an excessively large receptive field may lead to
10
Table 8
Effects of parameter 𝐾 and 𝐿. When 𝐿 is set to 3, experiments are not conducted
due to hardware limitations.
Parameters Settings mIoU (%) OA (%) mAcc (%)

𝐾

8 64.2 87.0 70.6
10 64.5 87.4 70.8
12 65.0 88.2 71.2
14 65.8 89.0 71.7
16 66.1 88.9 72.8
18 65.7 87.4 72.1
20 65.1 87.6 71.0

𝐿
0 64.2 88.1 70.6
1 65.8 88.2 71.0
2 66.1 88.9 72.8

the issue of information blurring when aggregating the information to
the central point. Finally, we set the 𝐾 value to 16 in our proposed
method.

Then, a series of experiments are performed to investigate the effect
caused by the number of changes of CFC units (denoted as 𝐿) in the
AP module. Table 8 and Fig. 11 illustrate that as 𝐿 increases, there is
a noticeable improvement in mIoU, OA, and mAcc. In particular, mIoU
shows a significant improvement, reaching 1.9%. This upward trend
demonstrates the effectiveness of our module. However, it is important
to note that the increase in 𝐿, is accompanied by a corresponding
increase in computational resources. Therefore, after careful consider-
ation, we ultimately set 𝐿 to 2, striking a balance between maintaining
effectiveness and controlling computational overhead.

Model complexity and efficiency. Model complexity and effi-
ciency of the tested methods are critical to practical applications.
Thus, we evaluate the model complexity (including the total number
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Fig. 10. Validation mIoU and training loss curves of our TCFAP-Net and RandLA-Net on S3DIS datasets.
Fig. 11. Visual curves of mIoU, OA, and mAcc for different settings of 𝐾 values in KNN and the number of CFC units 𝐿.
of parameters abbreviated as Params. and floating point operation per
second abbreviated as FLOPs) and efficiency (including the per-batch
training time and inference time) of the tested methods and record
the results in Table 9. The same set of parameters is utilized in both
the training and testing stages for fairness. As we can see, RandLA-Net
has the fewest parameters and the highest efficiency among all meth-
ods, but its segmentation accuracy is the lowest. BAF-LAC improves
segmentation accuracy somewhat over RandLA-Net, but its complexity
and efficiency increase accordingly. Although Point Transformer and
Stratified Transformer provide great segmentation accuracy on S3DIS
(6-Fold), they come with larger parameters and longer inference time.
Compared to these methods, our approach strikes a balance between
model effectiveness, complexity, and efficiency. For model complexity,
since our approach is based on the Transformer architecture, it has the
same high parameters as Point Transformer and Stratified Transformer.
However, the FLOPs of our network are lower than those of Point Trans-
former and Stratified Transformer due to factors such as the number of
Transformer blocks, the feature dimensions of the encoder and decoder,
and the sampling strategy. For model efficiency, our approach’s per-
batch and inference time is approximately 1/6 of Point Transformer
and Stratified Transformer. This is because random sampling employed
in our approach is more efficient in processing large-scale point clouds
than farthest point sampling employed in Point Transformer and Strat-
ified Transformer. Due to the high complexity of Point Transformer
and Stratified Transformer, they are unsuitable for dealing with large-
scale point clouds, such as Sensaturban, which contains 109 points.
n contrast, S3DIS and Toronto3D only include 108 and 107 points,
11

espectively. Simultaneously, our approach performs well in terms of
effectiveness, ranking first and second in segmentation accuracy on
SensatUrban and Toronto3D, respectively, while behind just marginally
on S3DIS (6-Fold). Considering comprehensively the performance of the
tested methods in terms of effectiveness, complexity, and efficiency, our
approach achieves impressive results.

Effects of different sampling strategies. We evaluate the perfor-
mance of our framework using different sampling strategies and record
the results in Table 10. As we can see, our method outperforms Point
Transformer in segmentation performance and inference time using
the same sampling strategy. Although employing FPS can improve
segmentation performance over RS, it requires more computational
resources. Therefore, we adopt RS as our sampling strategy to balance
model effectiveness and efficiency.

Limitation. We discuss the limitations of our method in two as-
pects. First, the architecture relies on KNN search to learn local se-
mantic contexts. Since the point distribution in point clouds may vary
significantly between places, a fixed number of nearest neighbors can-
not provide sufficient contextual information, especially in complex
places. Second, although the random sampling strategy is efficient, it
may fail to learn structural characteristics, resulting in unsatisfactory
results for structural indoor environments. Therefore, promising fu-
ture directions include exploring flexible neighbor searching and more
effective sampling strategies.

5. Conclusion

In this paper, we introduce a scene-level semantic segmentation ap-

proach of point clouds based on Transformer. Our proposed approach,
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Table 9
Model complexity and efficiency analysis of TCFAP-Net and the compared methods.
Method Params. FLOPs Per-batch time Inference time mIoU (%)

(M) (G) (ms) (s/(106 points)) SensatUrban Tornoto3D S3DIS (6-Fold)

RandLA-Net [9] 4.99 5.80 183.27 73.13 52.7 81.8 70.0
BAF-LAC [30] 6.39 6.62 246.94 93.10 54.1 82.0 71.7
Point Transformer [39] 7.77 5.64 1385.62 513.49 – 80.5 73.5
Stratified Transformer [41] 8.02 6.35 1747.06 647.43 – 81.2 73.7
TCFAP-Net 8.10 5.25 280.65 100.45 64.1 81.9 72.5
Table 10
Quantitative results of our method and Point Transformer with different sampling
strategies on S3DIS (6-fold).

Sampling strategy Method mIoU (%) OA (%) Inference time

RS Point Transformer 71.8 88.9 108.57
TCFAP-Net 72.5 89.3 100.45

FPS Point Transformer 73.5 90.2 513.49
TCFAP-Net 73.5 90.4 496.08

RS: Random Sampling; FPS: Farthest Point Sampling.

coined as TCFAP-Net, comprises two core modules: Transformer-based
Cross-feature Fusion (TCF) and Adaptive Perception (AP). On the one
hand, TCF can learn discriminative fusion features to resolve the bound-
ary mis-segmentation and blurring problem. On the other hand, AP can
adaptively perceive long-range contextual information from varying
feature scales. The comprehensive experiments demonstrate the supe-
riority of our approach quantitatively and qualitatively. In particular,
compared with the competing segmentation methods, our approach
achieves state-of-the-art performance on the tested benchmark datasets
(SensatUrban, S3DIS, and Toronto3D). In future work, we would like to
further explore the potential of our approach and extend its application
to even more datasets for diverse 3D tasks. In addition, we will focus
on researching methods to enhance the model’s generalization, such as
utilizing domain adaptation techniques to transfer pre-trained models
from the source domain to the target domain in an unsupervised or
semi-supervised manner.
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